Homework

December 16, 2019

1 Lecture 9

1. Consider function

fu(z) = $%§{<Aw,um — h(u) — pdy(w)},

where d,(u) is 1-strongly convex distance generating function, h(u) is convex.
2
Prove that the gradient Vf,(z) = A*u,(x) is A 1 jpschitz-continuous.
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Here

up (@) = arg max {{Az, upy — h(u) — udu(w)}
uey
2. Obtain a smoothed counterpart of the function
flz) = max |(aj,x)s — byl

3. Propose a universal modification of Dual Gradient Method.
4. Consider a problem

min{f(z) =Y oilz;|* : Az =b}.
1=1

Write the dual problem and show that its objective has Holder-continuous sub-
gradient.
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